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Abstract

Automated essay grading is an emerging area
in education technology that can revolution-
ize the educational experience for students and
teachers. In this study, we leverage state-of-
the-art transformer models to assess essay qual-
ity. We also try ensemble models that incorpo-
rate diverse transformer architectures, includ-
ing RoBERTa (Liu et al. (2019)), ELECTRA
(Clark et al. (2020)), and ALBERT (Lan et al.
(2020)), and we also consider GPT-3’s unique
prompting capabilities to enrich the models
with the essay scoring rubrics. Our objective
is to test whether our ensemble can enhance
the overall grading performance by blending
these models’ strengths, using the ASAP Es-
say Grading Dataset by the William and Flora
Hewlett Foundation. Our results indicate that
RoBERTa, Electra,and ALBERT perform sig-
nificantly better than GPT-3, and that RoBERTa
alone outperforms all other models, including
the ensembles.

1 Introduction

Automated essay grading has emerged as a promis-
ing solution to the challenges posed by manual
grading in education. With assessment arising as
one of the fundamental components of contempo-
rary educational systems and digitalization popu-
lating schools and classrooms, there has been a
substantial increase in the number of tests admin-
istered to students and the amount of assessment
data to measure learning outcomes. Nevertheless,
the traditional process of grading essays is time-
consuming, costly, and subject to human biases
and inconsistencies. Furthermore, it limits the scal-
ability and effectiveness of assessments, hindering
the measurement of critical thinking and analyti-
cal skills in students. To address these limitations,
there is a need for fast, effective, and affordable
automated grading systems.Thus, the automation
of the process is in great need for the sake of ef-
ficiency and reliability. Meanwhile, the task of

automated scoring is considered more high-stakes
compared to some other automation tasks as it can
have significant individual ramifications, thus re-
quiring careful research and design.

There are, in general, two classes of assessment
scoring tasks that may be automated. One class
can be sufficiently solved using exact matching
techniques while the other requires more sophisti-
cated scoring "models". Our study refers to a task
where exact matching may not suffice. Still, auto-
mated scoring can be applied to a large collection
of constructed-response tasks, thus encompassing a
variety of approaches and systems. One dimension
of diversity lies in the subject of the constructed-
response task.

To solve this task on the ASAP Essay Grad-
ing Dataset,we propose an approach that leverages
state-of-the-art transformer models to tackle auto-
mated essay grading. Transformer models such
as RoBERTa, Electra, ALBERT, and GPT-3, have
demonstrated remarkable capabilities in captur-
ing linguistic patterns, contextual information, and
structural features of text. By harnessing the power
of these models, we aim to enhance the accuracy,
consistency, and efficiency of essay grading.

Our approach involves fine-tuning each model to
our specific task, and building an ensemble model
that combines the predictions of these transformer
models. We hypothesize that ensemble model ben-
efits from the diverse perspectives and strengths
of each individual model, resulting in a more com-
prehensive and robust assessment of essay quality.
Additionally, we consider GPT-3 with its unique
prompting capabilities, which could potentially pro-
vide valuable insights into the grading process by
leveraging its language understanding and genera-
tion capabilities.

We believe that automated essay scoring models
based on transformer architectures can accurately
assess essay quality, provide consistent and reli-
able feedback, identify and evaluate key elements



such as grammar and organization, save time and
resources, enhance objectivity, and adapt and im-
prove over time through machine learning tech-
niques. By leveraging the advancements in trans-
former models and ensemble-based approaches, we
can improve the educational assessment process,
promote fairness in grading, and provide valuable
feedback to students, ultimately enhancing the over-
all educational experience.

We evaluate these hypotheses by training and
evaluating the individual transformer models and
comparing their performance against traditional
methods. Furthermore, we will construct an ensem-
ble model that combines the predictions of the in-
dividual models and analyze its impact on grading
accuracy. Additionally, we investigate the effective-
ness of GPT-3 in providing grading assessments
through its prompting mechanism.

All in all, this research aims to contribute to the
development of automated essay grading systems
that are reliable, efficient, and scalable, thereby
enhancing the educational assessment process and
promoting fairness and objectivity in grading prac-
tices.

2 Prior Literature

Prior literature offers diverse perspectives on au-
tomated scoring and grading. It covers various
aspects, including response types, challenges, in-
terpretability, and fairness. While some papers pro-
vide comprehensive reviews, others propose novel
approaches and highlight specific challenges. The
contrasting perspectives on interpretability and the
focus on fairness underscore the evolving nature
of this field. Moving forward, it is crucial to ad-
dress these challenges, refine methodologies, and
develop models that promote transparency, fairness,
and accuracy in automated scoring and grading.
The following papers highlight the main challenges
of automated scoring.

Erickson et al. (2020) highlight that teachers who
grade open-ended responses often have their own
criteria and requirements for assessment, which can
vary widely. Factors such as articulation, knowl-
edge demonstration, effort, grammar, and complete-
ness may influence teachers’ grading decisions. De-
tecting and normalizing these variations in grading
practices to establish a common scale for assess-
ment is complex. Hence, to gain insights into the
variations in grading policies among teachers, Er-
ickson et al. (2020) conducted a pilot study with

14 teachers who regularly use the educational plat-
form ASSISTments. The study involved present-
ing the teachers with a subset of student responses
to assess, including their own students’ responses
as well as responses from other teachers. The
inter-rater agreement among the teachers revealed
low levels of agreement in grading open questions.
Moreover, the study found variations in the inter-
nal consistency of teachers’ grades for their own
students. Teacher surveys indicated that contextual
factors beyond the content itself may have influ-
enced grading decisions. Thus, the wide variation
in grades and the presence of contextual factors
pose challenges in developing automated models
generalizable across teachers and students. As a
solution to these challenges, the researchers added
a teacher-level factor. The dataset used for devel-
oping models to assess student open responses was
collected directly from ASSISTments. The final
approach involved tokenization and the creation of
a numeric representation of the parsed words. In
this study, researchers used two tokenization ap-
proaches: standard count vectorizer splitting and
the Stanford Tokenizer. They developed their mod-
els with supervised machine learning techniques
such as XGBoost and Random forest, and with
more complex deep learning algorithms combined
with NLP approaches. Overall, they found that
tree-based models offer interpretability, but deep
learning models allow the use of embeddings to
understand the semantics of words and equations
in the student’s response. Finally, they explored
the impact of data quantity on performance and
concluded that the model reaches its maximum po-
tential in its current form at just under 55 training
points per problem, meaning that additional data
does not significantly enhance its ability to predict
student grades.

Doshi-Velez and Kim (2017) warns that the Eu-
ropean Union recently implemented regulations
requiring algorithms that make decisions based on
user-level predictors to provide explanations ("right
to explanation"). This highlights the urgency and
importance of interpretability in the field. More-
over, the volume of research on interpretability is
rapidly increasing. The authors’ main contribu-
tion is to give a formal taxonomy of interpretabil-
ity evaluation in the context of Machine Learning.
According to the authors, interpretability is not
required for all machine learning systems. For
example, ad servers, postal code sorting, and air-



craft collision avoidance, all operate without hu-
man intervention and do not require explanations.
In such cases, there are no significant consequences
for incorrect outputs, or the problems have been
well-studied and validated, establishing trust in the
system’s decision-making. However, the need for
interpretability arises when there is an incomplete-
ness in the problem formalization, which creates a
fundamental barrier to optimizing and evaluating
ML systems. Hence, interpretability becomes nec-
essary to bridge this gap and provide insights into
the system’s decision-making process. The taxon-
omy developed by the researchers aims to the qual-
ity of an explanation in the context of its end-task,
such as whether it results in better identification
of errors, new facts, or less discrimination. The
authors emphasize the importance of matching the
evaluation approach with the claimed contribution
and suggest categorizing applications and meth-
ods using a common taxonomy. This taxonomy
could be divided into 3 approaches : Application-
grounded evaluation, which involves conducting
human experiments within a real application, where
the model is evaluated with respect to its intended
task. This approach aligns with evaluation meth-
ods used in human-computer interaction and visu-
alization communities. Human-grounded evalua-
tion, which focuses on conducting simpler human-
subject experiments that maintain the essence of
the target application. These experiments can be
performed with lay humans and are useful for test-
ing more general notions of explanation quality.
Functionally-grounded evaluation, which does not
involve human experiments, but instead, uses a
formal definition of interpretability as a proxy for
explanation quality. This approach is appropriate
when models have already been validated or when
human experiments are impractical or unethical.

Lipton (2018) discusses and criticizes the no-
tion of interpretability in Machine Learning. He
highlights that linear models are not strictly more
interpretable than deep neural networks, since it
depends on the notion of interpretability being con-
sidered. For example, with respect to algorithmic
transparency, this claim seems uncontroversial, but
given high-dimensional or heavily engineered fea-
tures, linear models lose simulatability or decom-
posability, respectively. The author stresses that
any assertion regarding interpretability should spec-
ify a clear definition and provide evidence that the
offered interpretation achieves the desired objec-

tive. Furthermore, transparency may not always
align with the broader objectives of artificial in-
telligence. For instance, the short-term goal of
building trust with doctors by developing transpar-
ent models might clash with the longer-term goal
of improving health care. Lastly, optimizing algo-
rithms to present plausible explanations can lead
to misleading interpretations. It is essential to be
mindful of the potential for reproducing biased or
discriminatory behavior at scale. The article sug-
gests future research directions, such as developing
richer loss functions and performance metrics to
bridge the gap between real-life objectives and ma-
chine learning objectives.

Kumar and Boulanger (2020) assess the possi-
bility of deep learning in automated essay scor-
ing and aims to address the dilemma of accuracy-
interpretability trade-off in AES models by pro-
viding XAI (explainable AI) solutions for future
neural network models. The authors introduce a
feature-based multi-layer perception (MLP) deep
neural network as its predictive model with a huge
pool of linguistic indices (n=1592), followed by
semi-automatic feature selection through pruning
and regularization. A SHapley Additive exPlana-
tions (SHAP) explanation model is then trained on
top of the predictive model to inspect feature con-
tributions. The authors also additionally probe the
trustworthiness of their explanation models as well
as provide additional tools for teachers to leverage
the system for formative feedback.

Bridgeman et al. (2012) tackle the fairness as-
pect of algorithms, and highlight that although
there is a strong overall relationship between hu-
man and machine scores, data scientists should
not overlook the possibility of significant differ-
ences for specific gender, ethnic, or country groups
when designing NLP models. The study of Bridge-
man et al. (2012) examined essay data from high-
stakes testing programs like the TOEFL or the GRE.
Across most subgroups, human and machine scores
were highly similar, but there were notable excep-
tions that could not be ignored. Moreover, the re-
searchers showed that essays from groups with dif-
ferent native languages were scored differently by
humans and machines. This issue has been further
demonstrated in Burstein and Chodorow (1999),
who evaluated essays from the Test of Written En-
glish (TWE) that were scored both by humans and
by a machine. They found a significant interac-
tion between type of scoring (human or machine)



and language group such that Arabic and Span-
ish speakers appeared to receive relatively higher
scores from humans than from the machine while
Chinese speakers received higher scores from the
machine. This differential performance for sub-
groups clearly has fairness implications for indi-
viduals in high- to moderate-stakes assessments,
and we should take it into account while develop-
ing our model. All in all, Bridgeman et al. (2012)
highlight that studying fairness involves more than
just examining differences; it requires understand-
ing the underlying causes. For instance, the re-
searchers have shown in an experiment on TOEFL
essays that results for Korean and Chinese students
might suggest that e-rater favors Asian languages.
However, the lack of a difference for Japanese stu-
dents suggested more subtle explanations might be
needed. Furthermore, although Hindi and Telugu
are both languages spoken in India, human scoring
provided a relative advantage only for speakers of
Hindi, which means that language may simply be
a proxy for other meaningful distinctions. In this
case, the contrast between the findings for Hindi
and for Telugu may be because of cultural differ-
ences between northern and southern India rather
than due to linguistic differences. This suggests
that fairness is an iterative process that requires to
formulate and verify multiple hypotheses.

In addition to the aforementioned challenges and
corresponding attempts on the task, given the task
is an application in the field of education, copi-
ous literature has further explored the ramification
of applying AI-based models to the scoring tasks.
Two themes have emerged: interpretability and
fairness. On interpretability, Doshi-Velez and Kim
(2017); Lipton (2018) present contrasting perspec-
tives. Doshi-Velez and Kim (2017) develop a tax-
onomy for evaluating interpretability, while Lipton
(2018) criticizes the notion, emphasizing potential
misleading interpretations and the need for align-
ment with broader objectives. These papers under-
score the ongoing debate and the importance of
defining and evaluating interpretability in the con-
text of automated scoring. Kumar and Boulanger
(2020) contribute to addressing the dilemma of
accuracy-interpretability trade-off in automated es-
say scoring models by applying an XAI framework
on deep learning models. The authors propose a
feature-based MLP deep neural network and uti-
lize SHAP explanations to enhance interpretability.
The authors highlight the trustworthiness of their

explanation models and provide additional tools for
teachers. This paper exemplifies efforts to strike
a balance between accuracy and interpretability,
fostering transparency in the scoring process.

Finally, Bridgeman et al. (2012) explore the fair-
ness aspect of automated scoring. They examine
differences in human and machine scores for spe-
cific subgroups, emphasizing the need to under-
stand underlying causes. These findings prompt
researchers to address potential biases and ensure
equitable treatment for all students.

3 Data

The following table summarizes the size of the
training and validation sets for the 8 types of essay.

Essay
set

Type of essay Grade
level

Set
size

1 persuasive / narra-
tive / expository

8 1783

2 persuasive / narra-
tive / expository

10 1800

3 source dependent
responses

10 1726

4 source dependent
responses

10 1772

5 source dependent
responses

8 1805

6 source dependent
responses

10 1800

7 persuasive / narra-
tive / expository

7 1569

8 persuasive / narra-
tive / expository

10 723

Table 1: Overview of Essay Sets

The data provided for the Hewlett Foundation
Automated Student Assessment Prize (ASAP) con-
sists of hand-scored essays, which are used for
building, training, and testing scoring engines.
Each essay was independently graded by multi-
ple human raters, and their consensus was taken as
the final grade.

The essays range in length from approximately
150 to 550 words, with an average length falling
within this range. Some essays may be more de-
pendent on source materials than others, indicating
variations in the essay type. The number of train-
ing essays varies depending on the specific prompt.
Each essay in the training data is accompanied by
one or more human scores. In some cases, multiple



human scores are provided to assess the reliability
of the human scorers. However, predictions are to
be made to the resolved score, indicating the final
score assigned to the essay.

4 Model

Our approach encompasses several phases. In the
first phase, we fine-tune three transformer-based
language models: RoBERTa, ELECTRA, and AL-
BERT. These models, pre-trained on large-scale
text corpora, have shown remarkable capabilities
in understanding and generating human-like text.
By fine-tuning these models on our specific task -
essay grading - we adapt their generalized language
understanding to our particular domain.

Alongside these models, we utilize OpenAI’s
GPT-3, employing few-shot learning prompting.
Rather than fine-tuning GPT-3 on the grading task,
we craft prompts that instruct the model to assess
an essay, capitalizing on GPT-3’s ability to under-
stand and follow complex instructions in natural
language. This enables us to harness GPT-3’s im-
pressive language understanding and generation
capabilities without needing to fine-tune the model,
which can be prohibitively expensive or even un-
feasible.

After training each of these models, we use their
predictions as inputs for two ensemble techniques:
linear regression and gradient boosting via XG-
Boost. The rationale behind this approach is that
while each model might make different errors in
grading, by learning from all their predictions, we
can compensate for individual weaknesses and ac-
centuate strengths, improving overall grading per-
formance.

In particular, we test two variations of our en-
semble approach. In the first variant, we use the
predictions from the three fine-tuned transformer
models (RoBERTa, ELECTRA, and ALBERT) as
inputs to the ensemble models. In the second vari-
ant, we add the grades predicted by GPT-3 to the
input, exploring whether the addition of GPT-3’s
’opinion’ can enhance the ensemble’s performance.

AlL in all, our approach tests the strengths of
multiple powerful language models and ensemble
techniques to build a robust, accurate automated
essay grading system.

5 Methods

The models for this study include individual trans-
former models such as RoBERTa, Electra, and AL-

BERT, as well as GPT-3. These models have been
chosen due to their proven success in numerous
NLP tasks. We then investigate whether an ensem-
ble model that aggregates predictions from these
individual models to generate final grades.

We then test ensemble approaches, leveraging
the strengths of multiple transformer models, in
an attempt to improve performance in automated
essay grading. Each model may capture different
linguistic and structural features of the essays, and
by combining their predictions, we aim to obtain
a more holistic and accurate assessment of essay
quality.

5.1 Metrics

The primary metric for evaluating our models’ per-
formance is the Quadratic Weighted Kappa (QWK)
score, which was used in the Automated Student
Assessment Competition. This metric assesses the
agreement between the grades assigned by our mod-
els and the actual grades given by human raters.
The QWK score is especially well-suited to this
task because it takes into account the possibility of
agreement occurring by chance, providing a more
robust measure of performance than simple accu-
racy.

The QWK ranges from 0 (random agreement) to
1 (complete agreement). If there is less agreement
between the raters than expected by chance, the
metric may go below 0. The mean of the quadratic
weighted kappa is calculated across all sets of es-
says after applying the Fisher Transformation to
the kappa values. The quadratic weighted kappa
is calculated based on the comparison of scores
between the automated model and the resolved hu-
man scores. This performance metric ensures that
the automated scoring systems closely match the
grading accuracy and reliability of human expert
graders.

The formula to calculate the quadratic weighted
kappa is as follows:

κ = 1−
∑

i,j wi,jOi,j∑
i,j wi,jEi,j

Where:

• κ represents the quadratic weighted kappa.

• Oij is the observed agreement frequency be-
tween rater A and rater B for rating i and rat-
ing j.



• Eij is the expected agreement frequency be-
tween rater A and rater B, assuming no corre-
lation between the ratings.

• wij is a weight assigned to each rating com-
bination (i, j) based on the disagreement be-
tween the ratings. The weights are typically
calculated using a quadratic function, such as
the Fleiss’ kappa or Cohen’s kappa weights.

The weights wij contribute to the overall calcula-
tion of the quadratic weighted kappa and reflect the
degree of disagreement between the raters for each
rating combination. These weights help capture
the importance of the level of disagreement, with
higher weights assigned to larger disagreements
and lower weights assigned to smaller disagree-
ments. By comparing the observed agreement fre-
quencies (Oij) and the expected agreement frequen-
cies (Eij) while taking into account the weights
(wij), the QWK provides a comprehensive measure
of agreement that considers both the distribution of
ratings and the degree of disagreement between the
raters.

5.2 Data Preparation and Encoding
We utilize PyTorch, a powerful open-source library
for deep learning. For each transformer model,
we load the pre-trained base model along with its
corresponding tokenizer. The tokenizer transforms
the raw text of an essay into a format that the model
can process. Each essay is tokenized, and attention
masks are created to distinguish relevant content
from padding. This results in tensors of input IDs
and attention masks that serve as inputs for the
model.

5.3 Training
The training procedure follows standard practice
for training neural networks with gradient descent.
We use the AdamW optimizer along with a learn-
ing rate scheduler. For loss calculation, we use
Mean Squared Error (MSE) which is a common
choice for regression problems. The gradients are
computed via backpropagation and then used to
update the model’s parameters. We also apply gra-
dient clipping to prevent the exploding gradients
problem. This process is repeated for a specified
number of epochs.

5.4 Evaluation
Evaluation is conducted on a separate validation
set. Each model generates grade predictions for

the essays in this set, and these predictions are
then compared to the actual grades to determine
the model’s grading performance. We use the
Quadratic Weighted Kappa (QWK) score as our
performance metric, which measures the agreement
between the predicted and actual grades.

5.5 Prediction
After training, the model can be used to generate
essay grade predictions. For this, we set the model
to evaluation mode, encode the essays in the same
way as during training, and load the data into a
DataLoader object. We then iterate over the data
in mini-batches, feeding each batch into the model
and collecting the model’s outputs. These outputs
are converted into a format suitable for analysis
and added to a new dataframe, which is returned
by the function.

5.6 Ensemble Approach
The ensemble strategy is a central part of our
methodology. After training each transformer
model, we gather their predictions on the same val-
idation set and determine the final grade using an
aggregation strategy. Simple averaging, weighted
averaging based on each model’s QWK score, and
more sophisticated stacking or boosting methods
will be used to generate the final prediction.

5.7 GPT-3 and Prompting Strategy
Alongside transformer models, we also explore
GPT-3’s prompting capabilities for automatic es-
say grading. This involves crafting prompts that
instruct GPT-3 to assess an essay, leveraging its lan-
guage understanding and generation capabilities.
To overcome prompt length limitation,

6 Results

Set RoBERTa Electra Albert GPT-3

1 0.78 0.71 0.71 0.02
2 0.74 0.73 0.73 0.25
3 0.72 0.66 0.57 0.23
4 0.86 0.74 0.82 0.31
5 0.74 0.70 0.73 0.15
6 0.84 0.76 0.83 0.54
7 0.84 0.82 0.85 0.11
8 0.19 0.22 0.20 -0.01
Avg 0.71 0.67 0.68 0.20

Table 2: Model Performances - Individual Models



Set LinReg XGB LinRegGPT XGBGPT

1 0.76 0.64 0.76 0.57
2 0.74 0.60 0.75 0.59
3 0.71 0.74 0.71 0.72
4 0.84 0.77 0.84 0.80
5 0.70 0.63 0.70 0.63
6 0.81 0.78 0.81 0.80
7 0.83 0.81 0.83 0.82
8 0.25 0.45 0.25 0.38
Avg 0.71 0.68 0.71 0.66

Table 3: Model Performances - Ensemble Models

7 Analysis

Table 2 shows the performance of individual mod-
els, RoBERTa, Electra, Albert, and GPT-3, across
eight different essay sets, as well as their average
performance.

Looking at the average scores, RoBERTa leads
with a score of 0.71, followed closely by Albert at
0.68, and then Electra at 0.67. This suggests that
RoBERTa and Albert have slightly better perfor-
mance in general across different essay sets com-
pared to Electra.

On the other hand, GPT-3 stands out with a sig-
nificantly lower average score of 0.20, indicating its
underperformance in this grading task. This aligns
with our expectations as GPT-3, being an autore-
gressive model, is more suited to text generation
tasks rather than grading tasks.

The scores for the individual essay sets display a
degree of variation, with set 8 displaying the lowest
scores for all models. This suggests that essay set
8 might be more challenging to evaluate for all
models.

Overall, it is clear that different models have
varying strengths when applied to different essay
sets, emphasizing the importance of model selec-
tion and ensemble techniques in real-world grading
applications.

Table 3 presents the performance of ensemble
models, specifically Linear Regression (LinReg),
XGBoost (XGB), Linear Regression with GPT-
3 (LinRegGPT), and XGBoost with GPT-3 (XG-
BGPT), on the same eight different essay sets,
along with their average performance.

Examining the average scores, Linear Regres-
sion models (both with and without GPT-3) demon-
strate a slight edge with a score of 0.71, followed
closely by XGBoost at 0.68. When GPT-3 is in-

cluded in the ensemble (XGBGPT), the average
performance slightly decreases to 0.66. This might
suggest that adding GPT-3 to the ensemble does
not necessarily enhance the performance for this
grading task, which is in line with our earlier ob-
servations about GPT-3’s performance.

Feature With GPT-3 Without GPT-3

1 RoBERTa 0.502645 0.508146
2 Electra 0.064120 0.061515
3 Albert 0.272255 0.273370
4 GPT-3 0.017151 NaN

Table 4: Linear Regression Coefficients

Table 4 presents coefficients of various trans-
former models (RoBERTa, Electra, Albert, GPT-3)
as computed by two separate linear regression en-
sembles - one with GPT-3 and the other without
GPT-3. In both ensembles, the coefficients rep-
resent the weightage or the importance given to
each model’s predictions in determining the final
prediction of the ensemble.

All in all, we conclude that RoBERTa, ELEC-
TRA, and ALBERT have a good individual per-
formance on each essay set, except the last one.
Moreover, they perform significantly better than
GPT-3. We also observe that ensemble models
do not perform necessarily better than RoBERTa
on average, suggesting that most of their predictive
power might come from RoBERTa. We believe that
the poor performance on the 8th essay set comes
from its high complexity, but also from its set size.
As mentioned in the Data section, this essay set has
much less datapoints than the other sets, but it is
also inherently more complicated. One very inter-
esting point to notice is the ability of the XGBoost
ensemble to perform much better than RoBERTa
on the 8th essay set.

We also notice that when GPT-3 is included
in the ensemble, it receives the least weight
(0.017151) compared to other models. It’s interest-
ing to note that despite the hype around GPT-3’s
capabilities, in this specific context, the ensemble
model doesn’t seem to rely heavily on its predic-
tions. Given that GPT-3 is an autoregressive model,
it’s primarily designed for generating text, mak-
ing it an exceptionally powerful tool for tasks that
involve creating human-like, coherent narratives.
However, the task at hand here involves predicting
the grade of an essay, a decidedly different chal-



lenge that doesn’t explicitly require text generation
capabilities.

As such, it’s not entirely surprising that GPT-3
received the lowest weight in the ensemble with
GPT-3 included. In contrast, RoBERTa, Electra,
and Albert, which are transformer models more
oriented towards understanding and encoding the
nuances in the input text, received higher weights.
This is because they are likely better equipped to
discern the underlying quality of the essays, thus
providing more accurate grade predictions.

This analysis highlights the importance of empir-
ical validation of model performance, as opposed
to relying solely on theoretical expectations.

Also, the findings above underscore the impor-
tance of carefully matching the characteristics and
strengths of a model to the requirements of the task
at hand. While GPT-3 is a groundbreaking model in
its own right, the context-specific nature of model
effectiveness becomes evident in this case. It show-
cases the crucial insight that the most sophisticated
or complex model may not always be the most suit-
able or effective for a particular task, especially
when the model’s strengths don’t directly align
with the task’s requirements.

8 Conclusion

In conclusion, our exploration into automated es-
say grading using multiple transformer models and
ensemble techniques provides insightful findings
and lessons. Despite the powerful capabilities of
each individual model, including RoBERTa, ELEC-
TRA, ALBERT, and GPT-3, their effectiveness
varies across different essay sets. In particular, the
performance on the eighth essay set, marked by
its high complexity and smaller size, was notably
lower than the other sets. Although our ensemble
model, notably the XGBoost variant, managed to
exceed the performance of RoBERTa in this spe-
cific scenario, the result illuminates the challenge
and need for creating models that perform consis-
tently across diverse data characteristics.

Interestingly, the inclusion of GPT-3, an ac-
claimed autoregressive language model, in our en-
semble did not significantly contribute to the grad-
ing process, as reflected in its lowest weight as-
signment. This observation, contrasting with the
conventional hype around GPT-3, signals the im-
portance of aligning a model’s core competencies
with the task’s specific requirements. In the con-
text of essay grading, understanding and encoding

the subtleties in the input text, something the other
transformer models excel at, proved more critical
than GPT-3’s prowess in text generation.

Our study underscores the necessity of empir-
ical assessment of model performance and high-
lights the value of ensemble methods, where mul-
tiple models with complementary strengths work
together to boost overall performance. Importantly,
it serves as a reminder that the choice of a model
should be informed by its suitability to the task at
hand and not merely by its complexity or popular-
ity.

9 Project Limitations

Despite our encouraging findings, our study is not
without limitations. A significant constraint is the
absence of fairness assessment. Fairness, in the
context of automated grading, pertains to the abil-
ity of the model to grade essays impartially, not in-
fluenced by factors like the student’s demographic
or socioeconomic background. Regrettably, our
dataset did not incorporate these aspects, hence, we
were unable to evaluate our model’s performance
in this critical aspect. Future work should consider
this facet to ensure that automated grading systems
do not inadvertently perpetuate or exacerbate exist-
ing inequities.

Secondly, we must address the lack of inter-
pretability. Despite our models’ performance, it’s
inherently challenging to discern exactly how it’s
making its decisions. This opacity could limit our
ability to understand and further improve the sys-
tem or diagnose and rectify potential mistakes or
biases. As we continue to develop and refine auto-
mated grading systems, it will be vital to consider
and incorporate methods that improve interpretabil-
ity without compromising performance.

In conclusion, while our approach offers an in-
triguing pathway for the development of robust
automated essay grading systems, it also highlights
crucial areas for improvement and further explo-
ration. We remain hopeful that future research will
address these limitations, paving the way for more
effective, fair, and interpretable automated grading
solutions.
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